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Figure 1. Spatial Cognition. From an egocentric video (top), we propose the task Out of Sight, Not Out of Mind, where the 3D locations

of all activeobjects are known when they areboth in- and out-of-sight. Weshow a24 mins video along with world-coordinate tracks of 3

active objects through the video – from a top-view down with camera motion (left top); identifying when they are in-sight (left bottom);

their trajectory from a side view at five different frames (right). Neon balls show the 3D locations of these objects over time along with

the camera (white prism), corresponding frame (inset) and object location change (coloured arrow). The chopping board is picked from

a lower cupboard (1:00) and is in-hand at 05:00. The knife is picked up from the drawer (after 05:00), while in use (10:00) until it is

discarded in thesink (before 15:00). Theplate travels from thedrainer to the table (15:00), then back to thecounter (20:00).

Abstract

As humans move around, performing their daily tasks,

they areable to recall wherethey havepositioned objects in

their environment, even if these objects are currently out

of their sight. In this paper, we aim to mimic this spa-

tial cognition ability. We thus formulate the task of Out of

Sight, Not Out of Mind – 3D tracking active objects using

observations captured through an egocentric camera. We

* Work carried duringChiara’sresearch visit to theUniversity of Bristol

introduce a simple but effective approach to address this

challenging problem, called Lift, Match, and Keep (LMK).

LMK liftspartial 2D observations to 3D world coordinates,

matches them over time using visual appearance, 3D loca-

tion and interactions to form object tracks, and keeps these

object tracks even when they go out-of-view of the cam-

era. We benchmark LMK on 100 long videos from EPIC-

KITCHENS. Our results demonstrate that spatial cognition

iscritical for correctly locating objects over short and long
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Track initialization

Spatial Cognition from Egocentric Video:
Out of Sight, Not Out of Mind

• The ability to “know what is where” is an integral part of spatial cognition. It allows humans to build a mental map of the environment and dynamic objects.
• We introduce the task Out of Sight, Not Out of Mind (OSNOM) – maintaining the knowledge of where all objects are, even when absent from the egocentric video.
• We propose an effective approach that tracks objects in the world coordinate frame: Lift, Match & Keep (LMK).

Motivation

Method (LMK): Match & KeepMethod (LMK): Lift

• We lift 2D object detections (masks) to 3D using centroid of object masks and 
estimated mono depth in camera coordinate frame.
• We align the depth map to scene geometry so as to map these to world 
coordinate frames.

Lift, Match & Keep (LMK) Results

• We benchmark OSNOM on 100 videos from EPIC-KITCHENS, using the 
camera estimates from EPIC Fields [1].
• We introduce a new metric: Percentage of Correct Locations (PCL). 

Qualitative Results

Track update
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Track i

Track j
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Visual Features

Location Features

: timestamp

:  n-th frame

• Objects are tracked in 3D by matching visual and location features.

• After we Lift, Match and Keep (LMK) we can reason about object visibility
and positioning: in-view vs out-of-view, in-sight vs out-of-sight (occluded) in-
reach vs out-of-reach.

:  n-th mask

Input Frame with Detections Aligned Depth 3D Locations

depth

(x3D, y3D, z3D)

(x2D, y2D)

Figure 2. Lifting 2D observations to 3D. We use mask centroids as 2D object locations, sample corresponding depths from the mesh-

aligned monocular depth estimate. We then compute the 3D object locations in world coordinates by un-projecting themask’s centroid

from the estimated camera pose.

frame, f n , we estimate the monocular depth estimation us-

ing [53]. Theadvantage of using thisapproach is theability

to estimate the position of both static and dynamic objects,

including objects that are in-hand. However, this per-frame

depth is incorrectly scaled and temporally inconsistent. We

thus align it to the reconstructed 3D mesh – via a scale-

shift transformation that minimises theleast squareserror to

themesh’sdepth rendered from theestimated camera view-

point. Werefer to this as the aligned depth map.

Given an observation on = (f n , mn ), we then assign a

depth dn to observation on corresponding to thecentroid of

the2D mask mn on thealigned depth map. Wetake theob-

ject’s 2D location in frame f n , depth relative to the camera

dn , and cameraposeCf n
, and project theobservation to the

fixed 3D world coordinate, such that:

[X n , Yn , Zn ]T = Cf n

dn K − 1[xn , yn , 1]T

1
(1)

where K represents the camera’s intrinsic parameters. We

denote this 3D location as ln 2 R3. We visualise lifting to

3D in Figure 2. Note that we represent each observation as

a point in 3D following previous works [16, 26]. These 3D

observations are still partial and only on individual frames.

Visual features. In addition to the 3D location, we also

compute visual features for each observation on which we

need to match observations over time into 3D tracks. We

denote this as vn =  (f n , mn ), where  is a function that

represents the visual feature extractor applied to the mask

mn on the frame f n .

L ifted Visual Observations. We incorporate the 3D loca-

tions and visual features to give our set of partial observa-

tions W = { wn : n = 1, ..., N } in the world coordinate

frame, where wn = (f n , ln , vn ). We next describe how we

match these observations over time to form 3D tracks.

3.2. Match and Keep Lifted Observations

Given the set of lifted observations, in this section we de-

scribe how to assign observations to consistent identities

(i.e. track objects) across time. Object permanence dictates

that objectsdo not actually disappear when occluded or are

out of the egocentric camera’s view – humans use spatial

cognition to maintain the knowledge of where objects are.

We process the egocentric video E online, mimicking

human spatial cognition: anobject’slocation istracked only

after it isfirst encountered and thisiswhen it iskept in mind.

Track definition. Each track T j represents the set of ob-

servations belonging to the same object. We refer to the set

of all tracks at time t as Tt . A track has one 3D location

at each time t , whether the object is in-sight or not, and we

refer to this location by L (T
j

t ).

Additionally, thetrack hasan evolving appearancerepre-

sentation over time. It iscalculated at time t using thevisual

appearance of the most recent γ visual features assigned to

the track. Averaging visual features enhances representa-

tion robustness. Limiting theaverage to γ recent framesac-

counts for appearance changes over time (e.g. a bowl may

be full, dirty, then clean). The track’s appearance at time t

is denoted as V (T
j

t ).

Track initialisation. If an observation wn representsanew,

previously unseen object, i.e., is not matched to another

track using theonlinematching described next, weinitialise

a new object track with this observation. We define an ini-

tialisation function I , which initialises a new T J + 1, where

J tracks already exist, to the current 3D location and ap-

pearance of the observation wn . As this is thefirst observa-

tion of the object, the track is projected back in time from

the start of the video. 8t f n :

I (wn ) ! T J + 1 : L (T J + 1
t ) = ln and V (T J + 1

t ) = vn (2)

This reflects the common sense that objects do not magi-

cally appear out of thin air, so the first encounter of an ob-

ject is an indication of its presence in that location earlier.

Track update. Once a track is initialized, its appear-

anceand location areupdated using new observations when

available. The track update function U takes the track, ob-

servation and time as input:

U(T j , wn , t) ! L (T
j

t ) = ln and V (T
j

t ) = µ(vn , T j ) (3)
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active objects through the video – from a top-view down with camera motion (left top); identifying when they are in-sight (left bottom);

their trajectory from a side view at five different frames (right). Neon balls show the 3D locations of these objects over time along with

the camera (white prism), corresponding frame (inset) and object location change (coloured arrow). The chopping board is picked from

a lower cupboard (1:00) and is in-hand at 05:00. The knife is picked up from the drawer (after 05:00), while in use (10:00) until it is

discarded in the sink (before 15:00). The plate travels from the drainer to the table (15:00), then back to the counter (20:00).
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Figure 7. Detections. LMK and EgoLoc

baseline [26] on both visual and location fea-

tures (V+L) when using VISOR annotations

vsusing object detections from [43].

Figure 8. LMK for spatial cognition. Num-

ber of objects correctly located by LMK for

each (In-reach, Out-of-reach) and (In-sight,

Occluded, Out-of-view) combination.
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Figure9. Effect of reappear ing. Evaluation

isperformed over 10 minutes, for LMK with

visual appearance (V) and the combination

of visual appearance and location (V+L).

cup

honey jar

milk

pan

5:55 6:51 11:06 13:82 14:07

8:93 9:35 11:34 11:43 20:50

Figure 10. 3D location prediction. Predicted 3D locations (Neon dots) of two objects (left) over multiple times with frame insets (right).

Note how object locations are accurately kept in mind, even when the camera-wearer is far away (bottom middle).

sausages

salt

lid

cup

Figure 11. Trajectory prediction for objects in motion. Neon

dots show correctly predicted 3D positions with corresponding

camera views. Objects are accurately located both when static (on

surfaces) and when moving (in-hand).

of active objects when they are both in- and out-of-sight.

We introduced a very strong baseline: Lift, Match and

Keep (LMK), a method which lifts partial 2D observations

in camera coordinates to 3D world coordinates, matches

them over time using visual appearance and 3D location,

and keeps them in mind when they go out of sight. Re-

sults on long videos from EPIC-Kitchens show LMK deliv-

ers good results over both short (64% after tracking for 1

minute) and long (37% after 10 minutes) timeframes, and

that maintaining 3D world location is critical when objects

go out-of-view. LMK outperforms recent works, strong 2D

tracksand naivebaselines by abig margin. For futurework,

wewill investigatewhether LMK can help track objects that

undergo state changes, and explore shared 3D object tracks

between multiple ego- and exo-centric cameras.
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Figure 3. 3D Projection error. Distribution of Euclidean distance

errors for the same object, at one location, comparing ln to ln + T .

these are frames with 3 or more objects being interacted

with. Each frame f 2 F includes objects that are in-sight

and we wish to evaluate the methods’ ability to correctly

locate the 3D locations of these same objects over frames

f ± δ. Wecompare theperformance of different methodsas

δ increases. In total, we evaluate starting from F = 3299

frames, locations at 603k frames and 2007 objects, averag-

ing 49k frames and 20 objects per video. Our benchmark is

publicly available for comparisons (see Project Webpage).

Ground truth locations. We use our 2D to 3D lifting ap-

proach presented in Section 3.1 as ground-truth locations.

We quantitatively assess the error in these locations as fol-

lows. We select a random set of objects and the corre-

sponding timesegmentswhen thesearein thesamelocation

throughout the environment. The error between the projec-

tions from multiple views, for the same object in the same

location, allows assessing our 3D locations. Our analysis

(details in Appendix B) shows that the mean 3D error is

3.5cm, with 88% of all errors smaller than 6cm and 96% of

all errors smaller than 10cm (Figure 3). Given these results,

we find our lifting to be sufficiently accurate to be used as

ground-truth locations. Thisalso informs our metric, where

we ensure our threshold for accepting assignments is suffi-

ciently larger than the error noted here.

Evaluation metr ic. Traditional tracking metrics do not

evaluate tracks when out of sight [2, 25, 39]. Thus, we de-

fineametric called Percentage of Correct Locations (PCL),

drawing inspiration from the Percentage of Correct Key-

points (PCK) [54] used to evaluate poseestimation, to eval-

uate the spatial alignment of objects. PCL considers a cor-

rect prediction at time t if the object is correctly identified

at time t and its predicted 3D location is within a threshold

R from the ground truth 3D location. As PCL is calculated

throughout time, any lost tracks are captured in the metric.

For our main experiments, we use R = 30cm2. This

reflects that a function of spatial cognition is to know the

location of an object with sufficient precision in order to

2Half the standard width of acupboard/cabinet which is 60cm/24inch

Figure 4. OSNOM results. PCL of LMK compared to baselines.

navigate to or obtain it [11, 50]. R isvisualised and ablated.

4.2. Exper imental setup

Baselines. As no prior works have attempted the OSNOM

task, we compare LMK against three naive baselines and

three previous works adapted to the OSNOM task:

– Random Matching: each observation is randomly as-

signed either to an existing track or a new track, demon-

strating the complexity of the data.

– Out of Sight, Lost (OSL): objects are forgotten when

they go out-of-view, so PCL is reported as 0 and their

tracks are terminated. This baseline highlights the chal-

lenge in egocentric video, where objects move very fre-

quently out of view soon after being first observed.

– Out of sight, out of mind (OSOM): observationscan only

be assigned to tracks which are in-view. When a track

goes out-of-view, PCL is reported as 0 and tracks are

frozen until it is back in-view. This is an upper bound

for tracking in the camera coordinate frame.

– ByteTrack [60]: a strong, recent 2D multi-object track-

ing method, widely used as a baseline [23, 33, 57]. Ob-

jects are tracked in 2D and then lifted in 3D using our

lifting approach for evaluation.

– EgoLoc [26]: we adapt this SOTA VQ3D approach

to OSNOM, to handle multiple objects. We use the

same masks and lifting for fair comparison. EgoLoc’s

weighted averaging over all past observations fails for

OSNOM because objects change position, so instead we

take the most recent match.

– IT3DEgo [61]: As this paper uses ground truth depth

which is not available in our RGB sequences, we instead

run the 2D tracking using their public code, then lift the

tracked objects to 3D using our approach (Sec 3.1).

Implementation details. For appearance features  , we

useaDINO-v2 [31]. Wecrop each mask, scale to 224⇥224

and pass to the backbone. We set ↵ = 10, γ = 100,

βL = 13 and βV = 2 (chosen on the validation set). We

compute meshes in advance, which takes 5 hours on av-

erage on one 2080Ti per video. Then for online tracking,

DINOv2 operates at 30 FPSand lifting-to-3D at 200FPS on

one P100. LMK runs at 1000fps on asingle CPU core.

Figure 5. Effect of visual appearance and location. PCL for

visual features (V), location features (L), or both (V+L).

4.3. Results

Results on the OSNOM task for LMK, compared to the

baselines, are shown in Figure 4. The average PCL (y-

axis) over the whole dataset is reported for each 5s evalua-

tion interval (shown on the x-axis), with standard deviation

shaded. We show performance over both short (0-60 sec-

onds) and long (1-12 minutes) timescales. Over time, the

complexity of matching observations increases as more ob-

jects arebeing interacted with and tracked. This is reflected

in performance decreasing for all methods over time.

LMK presents a significant improvement over all base-

lines. The rapid drop in performance in OSOM and OSL

shows the challenge of egocentric footage, where the con-

stantly moving person causes objects to go out of view fre-

quently. When objects are tracked as long as in-view (OSL

baseline), performance goes to zero just after 20s, showing

that objects are quickly lost from sight. The OSOM base-

line shows that only considering objects in-view, without

3D world coordinates and object permanence, is insufficient

for the OSNOM task (is worse than random). LMK sig-

nificantly outperforms ByteTrack, EgoLoc, and IT3DEgo.

ByteTrack and IT3DEgo rely on 2D frames, while EgoLoc

loses tracking quickly by comparing to initial appearances.

In contrast, LMK tracks across consecutive frames, han-

dling appearance changes from orientation or occlusion and

leveraging 3D locations for robust matching.

4.4. LMK Ablation

Effect of visual appearance and location. LMK assigns

observations to tracks based on appearance and location

similarity. Figure 5 shows the effect of only visual ap-

pearance (V) and only location (L) compared to the de-

fault of both (V+L). Their combination shows improve-

ments (mean +19% over V, +8% over L), highlighting that

appearance and location arecomplementary. Appearance is

good for frame-to-frame assignment, and location is partic-

ularly helpful for objects in motion, occluded and for reas-

signing objects when they reappear.

Accuracy at different radii. All our experiments set the

PCL threshold, R = 30cm. Figure 6 also shows results

Figure 6. Evaluation thresholds. LMK when increasing the

PCL threshold R - the maximum distance between predicted and

ground truth 3D locations considered successful.

when this isset to R = 10/ 20/ 60/ 90/ 120cm. Asexpected,

PCL increases as R increases.

Detections. We used annotations from VISOR [8] as 2D

masks. This avoids compounding detector error when eval-

uating the error of 3D location estimation, which is our pri-

mary task. In Figure 7 we show an ablation using detec-

tions from [43]. This model provides semantic-free bound-

ing boxes of active objects, which we use as input to LMK

and the best performing baseline EgoLoc. LMK still out-

performs EgoLoc by a large margin.

LMK for spatial cognition. Figure 8 shows performance

of LMK on theobject statesdefined in Section 3.3. For each

combination of (In-reach3, Out-of-reach), (In-sight, Oc-

cluded, Out-of-view), we report the total number of ground

truth objects and the number LMK correctly locates over a

1 minute interval. After 1 minuteof objectsbeing interacted

with, LMK isstill able to determine their locations, with an

average accuracy of 72%. Additionally, LMK obtains 82%

on objects which are out-of-reach and out-of-view.

We also investigate the ability of LMK to track objects

going out- then back in-view (i.e. reappearing) within 10

minutes (Figure 9). LMK, matching using 3D locations,

shows considerable performance improvement.

Qualitative results. Figure 10 shows the predicted loca-

tionsof acoupleof objects at discrete timescales. In Figure

11, we show 3D trajectories of objects as they are moved

around by the camera wearer. For example, we show the

trajectory of the salt bottle from being in the hand (pour-

ing salt), placed on the countertop and eventually returned

to a lower cupboard, while the cup ends on a hanger. In all

cases, LMK is capable of accurately tracking objects when

when static (on surfaces) and when moving (in-hand).

We include examples of failure cases in Appendix D.

5. Conclusion

In this paper, we introduced the task of “Out of Sight, Not

Out of Mind” (OSNOM) for egocentric video with partial

object observations. It evaluates 3D tracking performance

3Weuse areachable threshold⌘= 70cm

Figure 7. Detections. LMK and EgoLoc

baseline [26] on both visual and location fea-

tures (V+L) when using VISOR annotations

vsusing object detections from [43].

Figure 8. LMK for spatial cognition. Num-

ber of objects correctly located by LMK for

each (In-reach, Out-of-reach) and (In-sight,

Occluded, Out-of-view) combination.
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Figure9. Effect of reappear ing. Evaluation

isperformed over 10 minutes, for LMK with

visual appearance (V) and the combination

of visual appearance and location (V+L).
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Figure 10. 3D location prediction. Predicted 3D locations (Neon dots) of two objects (left) over multiple times with frame insets (right).

Notehow object locations are accurately kept in mind, even when the camera-wearer is far away (bottom middle).
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Figure 11. Trajectory prediction for objects in motion. Neon

dots show correctly predicted 3D positions with corresponding

cameraviews. Objectsareaccurately located both when static (on

surfaces) and when moving (in-hand).

of active objects when they are both in- and out-of-sight.

We introduced a very strong baseline: Lift, Match and

Keep (LMK), a method which lifts partial 2D observations

in camera coordinates to 3D world coordinates, matches

them over time using visual appearance and 3D location,

and keeps them in mind when they go out of sight. Re-

sults on long videos from EPIC-Kitchens show LMK deliv-

ers good results over both short (64% after tracking for 1

minute) and long (37% after 10 minutes) timeframes, and

that maintaining 3D world location is critical when objects

go out-of-view. LMK outperforms recent works, strong 2D

tracksand naivebaselines by abig margin. For futurework,

wewill investigatewhether LMK can help track objects that

undergo state changes, and explore shared 3D object tracks

between multiple ego- and exo-centric cameras.
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